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Abstract

Background: Although the use of artificial intelligence (AI)–based technologies, such as AI-based decision support systems
(AI-DSSs), can help sustain and improve the quality and efficiency of care, their deployment creates ethical and social challenges.
In recent years, a growing prevalence of high-level guidelines and frameworks for responsible AI innovation has been observed.
However, few studies have specified the responsible embedding of AI-based technologies, such as AI-DSSs, in specific contexts,
such as the nursing process in long-term care (LTC) for older adults.

Objective: Prerequisites for responsible AI-assisted decision-making in nursing practice were explored from the perspectives
of nurses and other professional stakeholders in LTC.

Methods: Semistructured interviews were conducted with 24 care professionals in Dutch LTC, including nurses, care coordinators,
data specialists, and care centralists. A total of 2 imaginary scenarios about AI-DSSs were developed beforehand and used to
enable participants articulate their expectations regarding the opportunities and risks of AI-assisted decision-making. In addition,
6 high-level principles for responsible AI were used as probing themes to evoke further consideration of the risks associated with
using AI-DSSs in LTC. Furthermore, the participants were asked to brainstorm possible strategies and actions in the design,
implementation, and use of AI-DSSs to address or mitigate these risks. A thematic analysis was performed to identify the
opportunities and risks of AI-assisted decision-making in nursing practice and the associated prerequisites for responsible
innovation in this area.

Results: The stance of care professionals on the use of AI-DSSs is not a matter of purely positive or negative expectations but
rather a nuanced interplay of positive and negative elements that lead to a weighed perception of the prerequisites for responsible
AI-assisted decision-making. Both opportunities and risks were identified in relation to the early identification of care needs,
guidance in devising care strategies, shared decision-making, and the workload of and work experience of caregivers. To optimally
balance the opportunities and risks of AI-assisted decision-making, seven categories of prerequisites for responsible AI-assisted
decision-making in nursing practice were identified: (1) regular deliberation on data collection; (2) a balanced proactive nature
of AI-DSSs; (3) incremental advancements aligned with trust and experience; (4) customization for all user groups, including
clients and caregivers; (5) measures to counteract bias and narrow perspectives; (6) human-centric learning loops; and (7) the
routinization of using AI-DSSs.

Conclusions: The opportunities of AI-assisted decision-making in nursing practice could turn into drawbacks depending on the
specific shaping of the design and deployment of AI-DSSs. Therefore, we recommend considering the responsible use of AI-DSSs
as a balancing act. Moreover, considering the interrelatedness of the identified prerequisites, we call for various actors, including
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developers and users of AI-DSSs, to cohesively address the different factors important to the responsible embedding of AI-DSSs
in practice.

(JMIR Nursing 2024;7:e55962) doi: 10.2196/55962
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Introduction

Background
For the long-term care (LTC) of older adults, technologies based
on artificial intelligence (AI) are increasingly being developed
and deployed to support the nursing process, from the
assessment and diagnosis of care needs to the planning,
implementation, and evaluation of care strategies addressing
these needs [1-8]. For instance, AI-based decision support
systems (AI-DSSs) can support specific aspects of the nursing
process, such as monitoring the behavior and vital signs of
clients with the aim of identifying frailty, assessing
dementia-related problems and suitable interventions, and
triaging health deterioration before eventually transferring
clients to an emergency department or institutional care setting
[1,9-13]. Throughout the nursing process, nurses, care
coordinators, and other care professionals need to navigate a
complex web of diagnostic and therapeutic uncertainties, client
preferences and values, and cost considerations [14,15]. Against
the backdrop of a growing gap between the number of qualified
caregivers and the number of people in need of care, AI-assisted
decision-making by caregivers could help sustain and improve
the quality and efficiency of care.

AI-based technologies can, for explicit or implicit objectives,
infer from the input they receive how to generate outputs such
as predictions, content, recommendations, or decisions that can
influence physical or web-based environments [16-18]. AI-DSSs
refer to information systems that acquire relevant data about
care needs or processes; present relevant data to users, such as
nurses; and possibly translate raw data into actionable
information, such as alerts, risk assessments, or
recommendations about care strategies [15,19-21]. AI-based
technologies such as AI-DSSs combine preprogrammed,
rule-based algorithms and data-driven, self-learning algorithms
rooted in machine learning. While initially rule focused,
AI-DSSs are increasingly incorporating machine learning. This
enables them to extract patterns and new insights from data sets
that may be challenging for humans to analyze and improve
their performance (eg, recommendations) based on the new data
[2,15,21-23]. Therefore, the anticipated progress in AI-DSSs
suggests their growing role in proactively supporting nurses
and other stakeholders in decision-making regarding
person-centered care strategies by harnessing relevant data.

Notwithstanding the potential of AI-DSSs and other AI-based
technologies to support caregivers and other stakeholders in
LTC, their deployment creates ethical and social challenges.
The long-term gathering of data on the health and well-being
of individuals, along with the pivotal role of algorithms in
interpreting these data to arrive at care-related decisions, raises
concerns. These concerns encompass the potential erosion of

the privacy, autonomy, and self-determination of individuals;
depersonalization of the caregiver-client relationship; and
discrimination, problematization, and stigmatization of old age
[4,21,24-27]. Owing to the impact that the use of AI-based
technologies may have on the lives of older adults and the work
of caregivers and the potential resistance that might emerge
during implementation, implications need to be assessed and
addressed at an early stage of their development.

In recent years, a growing prevalence of guidelines and
frameworks to provide guidance on responsible AI innovation
for diverse stakeholders, such as researchers, legislators,
technology developers, and technology users, has been observed.
Studies that have compared responsible AI frameworks
emphasize a general consensus around high-level principles,
such as transparency, justice, fairness, and nonmaleficence
[28-30]. However, the current guidelines are generally highly
abstract and leave much room for the interpretation of how these
principles can be practically applied and contextualized to
specific technologies, such as AI-DSSs, and specific settings,
such as LTC [30,31]. Although scholars recognize the
importance of a more context-specific conceptualization of these
principles, multiple literature reviews have shown that only a
few studies specify practical approaches to responsible AI
innovation for specific application domains, which is particularly
true for AI applications in LTC [5,7,32,33].

This Study
This study aimed to fill this knowledge gap by presenting the
results of an interview study on prerequisites for responsible
AI-assisted decision-making in nursing practice, with a specific
focus on the LTC domain. In-depth interviews were conducted
with Dutch nurses and professional stakeholders (ie, care
coordinators, data specialists, and care centralists) with whom
nurses closely collaborate. This holds particular relevance
because these stakeholders have firsthand experience and
practical insights into the nursing processes where AI-DSSs are
anticipated to play an increasing role. Thereby, they can
contribute significantly to understanding both the potential
impact of AI-DSSs and the factors that need to be addressed
for the responsible embedding of these technologies in practice.
While various studies have offered conceptual expert analyses
and synthesized relevant literature on factors important to the
responsible embedding of AI-DSSs in health care (eg, the studies
by Heyen and Salloch [22], Hindocha and Badea [34], and
Skuban-Eiseler et al [35]), few have investigated (future) user
perspectives on responsible AI-assisted decision-making [36].
This study first examined the perspectives of nurses and other
professional stakeholders in LTC on the opportunities and risks
of AI-assisted decision-making in nursing practice, thereby
laying the groundwork for the second and main objective:
exploring prerequisites for responsible innovation in this area.
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The results can lead to recommendations for responsibly
embedding AI-DSSs into nursing practice.

Methods

Overview
Semistructured interviews were conducted to explore the
perspectives of nurses and other professional stakeholders in
LTC regarding, first, the opportunities and risks of AI-assisted
decision-making in nursing practice and, second, associated
prerequisites for responsible innovation in this area. This
approach enabled the researchers to delve deeply into specific
areas of interest while also maintaining an open-ended format
that encourages participants to share their perspectives freely.
This was crucial to comprehending the rationale behind
perceived opportunities and risks and, consequently, thoroughly
exploring associated prerequisites for responsible innovation.
The interviews were conducted as part of the Healthy Ageing
Eco-system for People with Dementia (HAAL) project, which
is part of the European Active and Assisted Living program
(Active and Assisted Living Europe, 2021; project
AAL-2020-7-229-CP). In HAAL, an international consortium
consisting of care organizations, research institutes, and
commercial firms from the Netherlands, Italy, Taiwan, and
Denmark collaborates on the co-design, development, testing,
and commercialization of an AI-DSS intended to provide
actionable information to formal caregivers of frail older adults,
particularly those with dementia, with the aim of reducing the
caregiver workload and increasing the quality of care. The
consortium acknowledges that innovators must anticipate, reflect
on, and respond to the ethical and social implications of
increasingly advanced AI-DSSs at an early stage of innovation.
Therefore, in parallel with the iterative co-design, development,
and field testing of a low-complexity AI-DSS, the empirical
research presented in this paper was conducted to explore the
prerequisites for responsible innovation in AI-DSSs.

As envisioning the potential impacts of using AI-DSSs can be
challenging, we first used scenarios and then used
principle-based probing themes as starting points to explore
stakeholder perspectives on the potential impact of using
AI-DSSs and prime interview participants toward reflecting on
both opportunities and risks. A total of 2 distinct imaginary
scenarios were developed as inputs for the interviews, outlining
different roles of AI within AI-DSSs. The aim of the scenarios
was to make abstract concepts such as AI and AI-DSSs more
concrete, enabling interview participants to articulate their
expectations and considerations regarding the opportunities and
risks of AI-assisted decision-making in nursing practice more
effectively [37-40]. The AI-DSS in the first scenario
incorporates only descriptive analytical functions that examine
data to uncover insights into past events or trends. This scenario
was inspired by the AI-DSS developed in the HAAL project.
The second scenario takes a more speculative and ambitious
turn and involves a more advanced AI-DSS with descriptive,
predictive, and prescriptive functions. Predictive functions
analyze data to forecast future outcomes, and prescriptive
functions analyze data to recommend specific actions or
strategies to help achieve specific outcomes [41,42]. Thus, in

comparison to the first scenario, the second scenario adopts a
more proactive approach in supporting decision-making
regarding person-centered care strategies.

In addition to the scenarios, specific principle-based probing
themes were used to evoke thorough consideration of the risks
of using AI-DSSs in LTC, along with possible strategies and
actions to address or mitigate these risks in the design,
implementation, and use of AI-DSSs. These probing themes
were based on the six principles for responsible AI, as proposed
by the World Health Organization (WHO) guidance on Ethics
and Governance of Artificial Intelligence for Health [43]: (1)
protecting human autonomy; (2) promoting human well-being
and safety and the public interest; (3) ensuring transparency,
explainability, and intelligibility; (4) fostering responsibility
and accountability; (5) ensuring inclusiveness and equity; and
(6) promoting AI that is responsive and sustainable. This
particular guidance was selected because it represented one of
the latest guidelines issued by an authoritative body in the health
care domain. Moreover, it was explicitly designed as a starting
point for context-specific discussions involving diverse
stakeholders [43].

Participants
In total, 24 participants took part in this study. Recruitment took
place through email inquiries to care organizations involved in
the HAAL project and other LTC facilities in the Netherlands.
The researchers aimed to achieve a varied composition of
participants with different roles in the LTC for older adults and
varying degrees of experience with technology, data, and AI.
The inclusion of diverse professional perspectives offers insights
into different facets of care where AI-DSSs might play an
increasing role and contributes to a multifaceted understanding
of prerequisites for responsible AI-assisted decision-making in
nursing practice.

Participants were broadly categorized into 4 groups: nurses
(13/24, 54%), care coordinators (6/24, 25%), data specialists
(3/24, 12%), and care centralists (2/24, 8%). Nurses had various
roles and education levels, ranging from executive district nurses
to quality nurses with responsibilities in the care coordination
of different clients. The group of care coordinators, including
dementia case managers (2/6, 33%), geriatric care coordinators
(2/6, 33%), and specialists in geriatric care (2/6, 33%), primarily
coordinated and oversaw various aspects of care for frail older
adults, including medical, social, and support services. Data
specialists play a central role within their care organization in
using data and developing tools, such as dashboards, to support
decision-making by care teams. Finally, nursing care centralists
are positioned within care centers in the Netherlands that
respond to alarms (eg, from active and passive alarm
instruments) and care-related questions, for instance, by calling
in a caregiver on-site when needed.

Of the 24 participants, 16 (67%) held a formal role in advancing
digitization within their care organizations. This might imply
that these participants had already made or could relatively
easily make explicit representations of the opportunities and
risks of AI-assisted decision-making in LTC and prerequisites
for responsible innovation in this area. More specifically, these
participants consisted of 9 (69%) of the 13 participating nurses,
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2 (33%) of the 6 participating care coordinators, all 3 (100%)
data specialists, and both (2/2, 100%) care centralists.
Furthermore, of the 24 participants, 18 (75%) were female, and
6 (25%) were male. The mean age of the participants was 41
(SD 12.8; range 21-61) years, and on average, the participants
had 16 (SD 11.4; range 3-40) years of occupational experience
in health care.

Procedure and Materials
All interviews were conducted digitally via video calls, with
screen sharing used to provide visual support for the interview
questions. The interviews were conducted between May 2022
and February 2023, with a mean duration of 79 (range 58-119)
minutes. Of the 24 interviews, 17 (71%) were conducted by
pairs of researchers, and 7 (29%) were conducted by a single
researcher. A multidisciplinary group of researchers (DRML,
NES, SIA, HHN, WPCB, and AP) developed the interview
protocol. Minor adaptations were made to the protocol after
pilot testing with the first 2 participants. The interviews were
conducted in Dutch.

The interview protocol (Multimedia Appendix 1) was structured
as follows. In the first part of the interviews, a general
introduction was given about the AI-DSS developed in the
HAAL project. This concerns a dashboard that acquires,
presents, and uses data generated by various digital care and
well-being technologies that can be deployed in the homes of
older adults. When used, these technologies collect data on the
physical activity, eating and sleeping patterns, cognitive
functioning, mood, social contact, and medication intake of
older adults. All technologies were explained and shown to
participants using a visual illustration, and questions were asked
about the perceived relevance of and the familiarity of
participants with the various technologies and data.

In the second part, participants were invited to reflect on the
opportunities of AI-assisted decision-making in LTC. A
description and visual illustration were provided, and questions
related to the 2 developed imaginary scenarios were asked. The
first scenario describes a dashboard with descriptive analytical
functions only. The dashboard provides an overview of the data
collected over time via a tailored selection of digital care and
well-being technologies. In the dashboard, specific collected
data are marked by a color (red, orange, or green) to signify
varying levels of risk or urgency associated with them. Apart
from the application of this coloring scheme, the data are not
interpreted by algorithms. The primary goal of this dashboard
is to make the data generated by various technologies available
to caregivers in one place to prevent them from looking at
separate overviews and apps.

The second scenario describes a more advanced dashboard with
descriptive, predictive, and prescriptive functions. In this
scenario, the data generated by the selected care technologies
are not only integrated into one system and color marked to
signify risk levels but also automatically processed into
actionable insights by algorithms. Actionable insights could
entail predictions of the risk for future emergency situations,
such as a fall, and recommendations about possible follow-up
actions, such as stimulating the physical activity of a client if
the data indicate a relatively inactive period.

Both scenarios left room for the interview participants to indicate
whether, and for which types of caregivers and other
stakeholders in LTC, the respective dashboard might be relevant
and why. After questions in this regard, participants were asked
which of the 2 dashboards they would prefer and why. In
addition, a short explanation was provided about the term AI,
including everyday examples, after which the participants were
asked what role they hope AI will play in the future of LTC.

In the third part, the participants were asked about the risks
related to the use of AI-DSSs in LTC, as well as mitigation
strategies. Participants were first invited to openly discuss any
risks or concerns linked to both scenarios and consider whether
they perceived any explicit differences in the risks associated
with more advanced AI-DSSs compared to low-complexity
AI-DSSs. Subsequently, targeted questions about risks were
asked by using the 6 probing themes based on the responsible
AI principles from the WHO [43]. After a brief explanation of
each principle, participants were asked about their views on the
respective principle in the context of AI-assisted
decision-making in LTC. During discussions of potential risks,
participants were encouraged to brainstorm possible strategies
and actions to address or mitigate these risks in the design, use,
and implementation of AI-DSSs. Finally, the participants were
asked whether they had any other suggestions or topics that
they wanted to discuss regarding the implications of using
AI-DSSs in LTC.

Ethical Considerations
Before the interviews, general information about the goal and
procedure was provided, and the participants were asked to read
and sign an informed consent form. The authors of this study
followed the guidelines in the Declaration of Helsinki and the
Dutch code of conduct for scientific integrity. Ethical approval
for the interviews, not subject to the medical scientific research
act involving human subjects, was granted by an independent
board of the lead author's department (Vilans), including a
privacy officer and legal expert [44]. The recorded interviews
were transcribed verbatim using a professional transcription
service. The transcripts were thereafter coded for confidentiality,
and identifying information was removed.

Analyses
A thematic analysis was independently performed by 4
researchers using the MAXQDA 2022 (VERBI GmbH) analysis
software. One researcher (DRML) analyzed all 24 transcripts,
and 3 researchers (NES, SIA, and BMH) analyzed 8 transcripts
each. While distributing tasks, the goal was to give each
researcher the broadest possible view of the data set. Therefore,
NES and SIA, who were involved in conducting some of the
interviews, analyzed transcripts of interviews in which they had
not been involved themselves. The transcripts were analyzed
through a stepwise construction of codes. On the basis of our
research objective, three initial main codes were established:
(1) opportunities for AI-assisted decision-making in nursing
practice, which were represented by potential supportive roles
of AI-DSSs in this context; (2) risks of AI-assisted
decision-making, which provide indications of factors that need
to be addressed for the responsible embedding of AI-DSSs in
practice; and (3) associated prerequisites for responsible
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AI-assisted decision-making, which were represented by
strategies to mitigate specific risks in the design,
implementation, and use of AI-DSSs. Our in-depth analysis of
the transcripts followed the 6 steps outlined by Braun and Clarke
[45] and comprised a largely inductive thematic analysis to
identify, analyze, and report repeated patterns across the
interview transcripts [46]. The WHO principles provided a
predefined theoretical framework that informed our thematic
analysis, yet, apart from the 3 initial main codes, the
development of codes and subcodes was largely inductive and
reflective for the pertinent issues raised by the data. During the
coding process and after initial coding, all 4 researchers engaged
in 3 consultation sessions to exchange and cross-validate
interpretations and coding decisions among themselves, thereby
fostering intercoder reliability. Some of the results were
presented through illustrative quotes, which were translated
from Dutch to English and carefully selected to represent the
arguments presented in the interviews and justify the various
perspectives shown in the interviews. During the selection
process, we considered whether the quotes could be understood
without the context in which they were originally uttered.

Results

Overview
This section presents the perspectives of participants on
prerequisites for responsible AI-assisted decision-making in
nursing practice. First, we thoroughly discuss the anticipated
opportunities and risks of AI-assisted decision-making in nursing
practice, as these established a foundation for the participants
in exploring prerequisites for responsible innovation in this area.
Thereafter, we discuss the associated prerequisites for
responsible AI-assisted decision-making in nursing practice
that were inductively identified.

Opportunities and Risks of AI-Assisted
Decision-Making in Nursing Practice

Overview
On the basis of their substantial experience and domain
knowledge of LTC, all participants were able to make explicit
representations of potential supportive roles of AI-DSSs in the
nursing process. Most participants also discussed a diverse array
of risks of using AI-DSSs in nursing practice, even though
multiple participants shared that they lacked experience in
contemplating the risks and disadvantages of using AI-DSSs
and AI more broadly. Comments about risks were frequently
raised spontaneously when participants were prompted to reflect
on the 2 imaginary scenarios outlining different types of
AI-DSSs. However, in most cases, these comments were shared
as a response to either open or targeted (principle-based)
interview questions about risks. Through our thematic analysis,
involving open coding, it became evident that the identified
opportunities and risks of AI-assisted decision-making in nursing
practice coexist as complementary yet contradictory elements
within 4 (interrelated) thematic domains: the early identification
of care needs, guidance in devising care strategies, shared
decision-making, and the workload and work experience of

caregivers. For each of the domains, we discuss the opportunities
and risks in the subsequent subsections.

Early Identification of Care Needs
Most participants anticipated that AI-DSSs could support
caregivers in the remote and early anticipation of care needs,
thereby enabling them to proactively initiate appropriate
interventions. As multiple participants discussed, various
existing care technologies enable caregivers to monitor the
health, well-being, and behavior of clients remotely. The data
generated by such technologies can provide insights into the
changing care needs of specific clients. Such data could not
only be remotely accessed and evaluated by caregivers but might
also be automatically processed through AI into actionable
insights, such as signals and alarms for caregivers about
increased risks. Given that an increasing amount of data is being
collected through various care technologies, multiple participants
explicitly expressed optimism that AI could enable and optimize
the use of these increasing amounts of data, thereby enhancing
the already implemented and more stand-alone forms of remote
monitoring. Furthermore, some participants perceived that
insights gained through continuous technology-based monitoring
might contribute to more adequate and complete information
about care needs because, for instance, clients may not always
(be able to) share all relevant information, the observations of
caregivers when visiting clients generally provide only a limited
view of the entire situation, and caregivers might inconsistently
report on the same situation. One of the nurses shared the
following:

If you think there is a specific care need but you are
not sure what is actually happening in the client’s
room or house, we now often still ask about the
nurse’s gut feeling, which is often correct, of course,
but now [with an AI-DSS] we can check with data
what is really the case. [Participant 14]

In this line, some participants suggested that AI-DSSs could
assist caregivers in targeted risk assessments or attempts to gain
insights into specific unexplained behavior of clients.
Furthermore, some participants anticipated that AI, with its
ability to discern subtle patterns from data, could swiftly uncover
emerging trends or potentially overlooked areas of attention
regarding the health, well-being, or behavior of a client.

Notwithstanding these opportunities, participants shared multiple
concerns regarding the identification of care needs based on
personal data. For instance, multiple participants stated that a
false sense of security may be created when caregivers heavily
rely on or excessively trust the outputs of AI-DSSs, assuming
that these outputs encompass all relevant patterns regarding the
health, well-being, and care needs of clients. In addition, some
participants stated that numerous issues or concerns related to
older adult data could be flagged as potentially problematic. As
suggested, this might result in caregivers adopting care
interventions, possibly under pressure from other stakeholders,
such as the families of clients. However, these interventions
may be perceived as unnecessary or even undesirable by
stakeholders such as the clients themselves. Therefore, the use
of AI-DSSs might lead to the over-problematization of old age
and stigmatizing stereotypes, impacting both the quality of life
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of older adults and the workload of caregivers. One of the care
coordinators stated the following:

The system may ignore the norms and values of a
particular client...Sometimes things that may seem
very problematic may actually not be that problematic
to a client. [Participant 22]

In addition, multiple participants commented that potential
misuse of or unauthorized access to personal data could
jeopardize the individual privacy of older adults; their ability
to make their own decisions (ie, autonomy); and, consequently,
their trust in their care network. Moreover, some participants
suggested that the potential opacity of AI algorithms may
complicate the understanding of both clients and caregivers of
certain outcomes of AI-DSSs and care-related decisions made
with the assistance of AI-DSSs. As suggested, this may diminish
their trust and confidence in the collection and use of personal
data. Furthermore, some participants commented that shifts
toward data- and AI-assisted remote care might not be widely
accepted. According to 2 participants, this raises questions
regarding the extent to which enforcing these changes on clients
or caregivers who are hesitant or unwilling to adopt these new
approaches can be justified. One of the nurses expressed this
as follows:

It [using AI-DSSs] becomes part of the foundation of
your profession...It becomes an important part of
determining your actions. But if someone does not
want that, then you suddenly need your old-fashioned
skills again, which requires a different way of
caregiving that may no longer fit in with regular work
processes or the zeitgeist...And then it could also be
that the health insurer says: “We will no longer pay
for that, because there is a better alternative.”
[Participant 20]

Guidance on Devising Care Strategies
Multiple participants anticipated that by pointing caregivers to
possible care needs and providing inspiration or substantiation
for suitable care strategies, AI-DSSs might increasingly guide
or direct caregivers in decision-making regarding
person-centered care strategies. As some participants
commented, AI-DSSs might thereby act as a type of personal
coach, mentor, or advisor with 3 apparent, related functions.
First, multiple participants suggested that AI-DSSs may offer
inspiration or evidence for tailored person-centered interventions
aimed at improving the health and well-being of a client, thereby
helping caregivers devise care strategies to address specific
issues. Second, multiple participants envisioned that AI-DSSs
could facilitate the substantiation and validation of the initial
ideas of caregivers about care strategies by using objective data
to reinforce why these strategies should be implemented or
explored further. Third, some participants anticipated that
AI-DSSs might increasingly support caregivers in evaluating
whether certain person-centered interventions were, in
retrospect, suitable and whether adjustments should be made.
Thus, the AI-DSSs were anticipated to enable iterative
data-informed deliberation on person-centered care strategies.
Some participants suggested that AI-DSSs may be particularly
useful for relatively inexperienced caregivers who may overlook

certain matters or possible care strategies owing to a lack of
experience or for temporary substitute workers who are less
familiar with the behavior, daily rhythm, and personal needs or
preferences of a client. Others stated that more experienced
caregivers may also find value in such AI assistance because
of their potentially deeply rooted approaches to understanding
care needs and implementing care strategies that could be
challenged by the output of AI-DSSs.

Despite these potential benefits, most participants also shared
concerns that guidance by AI-DSSs in devising care strategies
could lead to the overreliance of caregivers on these systems.
Multiple participants stated that heavy reliance on AI-DSSs by
caregivers may gradually diminish their capacity for independent
decision-making and critical thinking about person-centered
care. One of the nurses said the following:

What I find a bit scary when a system is many times
more intelligent than you, is that it does not always
necessarily make you smarter...The more you are
facilitated with knowledge and interpretations and
so on, the less you have to think for yourself.
[Participant 21]

In addition, some participants suggested that caregivers who
rely heavily on AI-DSSs may insufficiently consider broader
contextual factors or crucial nuances in the characteristics and
needs of individual clients. One of the nurses explained this as
follows:

For instance, a male client who is very autistic may
often retreat to his room and feel good about that. I
can imagine that the system would then say: “This
client rarely leaves his room, there is a risk of
loneliness.” Then you may think that is a good
conclusion, while it is actually good for this man that
he often withdraws himself. Otherwise, he would be
seriously overstimulated. [Participant 11]

As some participants expressed, heavy reliance on AI-DSSs
might result in misguidance toward unsuitable care strategies
and negative impacts on the overall quality of care owing to the
reduced adaptability of caregivers and the care system as a
whole to unforeseen circumstances or erroneous or suboptimal
recommendations by AI-DSSs.

Shared Decision-Making
Several participants anticipated that AI-DSSs would support
shared decision-making by older adults and their formal and
informal caregivers. Multiple participants mentioned that
AI-DSSs could support caregivers in conversations with clients
and their care network, including informal and other formal
caregivers, by helping clarify care needs, identify unaddressed
care needs, and reveal and substantiate necessary adjustments
in the care plan. Similar to the broader spectrum of data and
technology, AI-DSSs are perceived as potential conversational
tools, fostering a more collective approach to decision-making
in nursing practice. A few participants also mentioned that the
use of AI-DSSs could support the shared responsibility of
different caregivers in providing good care. One of the nurses
suggested the following:
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A psychological side effect of sharing information
amongst all care professionals is that care
coordinators no longer feel solely responsible for
difficult decisions such as scaling down care. It is
increasingly becoming a shared responsibility. By
sharing information and anchoring it in the process,
there is much more support for difficult measures.
[Participant 3]

Simultaneously, it emerges from the comments of some
participants that, instead of using data and AI-DSSs outcomes
as input for shared decision-making, people might also
intentionally or unintentionally use these outcomes against one
another. As some participants expressed, in contexts where
AI-DSSs collect, store, and use sensitive personal data, multiple
interests could be intertwined and conflicting, such as the
interest of a client in protecting their dignity and personal
boundaries, the interest of professional caregivers in anticipating
and understanding care needs, the interest of informal caregivers
in monitoring (the quality of) formal care provided, and the
interest of health insurers in exercising control over the care
provided. Ultimately, conflicts of interest can result in mistrust.

Workload and Work Experience
Most participants suggested that the use of AI-DSSs might
alleviate the cognitive load of caregivers and improve their work
experience. Most participants envisioned that AI-DSSs could
relieve caregivers of or even enable the processing of large
amounts of pertinent data gathered in the care context. Some
participants perceived it to be increasingly unrealistic to expect
caregivers to invest time in tasks involving the analysis of
substantial amounts of data, considering the high workload, the
increasing amount of data gathered in the care context, and the
lack of analytical skills to interpret these data. Accordingly,
multiple participants suggested that AI-DSSs could relieve the
workload of caregivers by automating routine tasks such as
monitoring the daily rhythm or medication intake of the clients.
In addition, some participants stated that by AI-DSSs taking on
data-intensive and repetitive tasks, caregivers might experience
a substantial decrease in mental strain and a more sustainable
work environment. Furthermore, a few participants mentioned
that a decrease in cognitive load resulting from the use of
AI-DSSs might allow caregivers to dedicate more time and
attention to empathetic aspects of caregiving and nuanced
decision-making about person-centered care, rooted in thorough
research into the specific care needs of clients.

In contrast, multiple participants suggested that the use of
AI-DSSs might lead to an increased workload and deteriorate
the work experience of caregivers. Some participants anticipated
that caregivers using AI-DSSs might be unable to comprehend
(some of) the outcomes of the systems or feel overwhelmed by
the number of AI-generated insights, alarms, and
recommendations for follow-up. Some participants also stated
that caregivers might feel pressured to follow-up on the
outcomes of the AI-DSSs. One of the nurses commented on
this as follows:

I see the risk that if you as a care professional decide
to ignore a system, like “I’ll let this one go” or “I
don’t recognize this [problem] at all,” then it could

become a difficult story...To what extent will you, as
a care professional, still have the right to say: “I will
not do this,” or “I see it differently?” [Participant 20]

Furthermore, multiple participants mentioned that the heavy
reliance of caregivers on AI-DSSs might diminish their active
role and autonomy in investigating care needs and devising
person-centered care strategies. Consequently, as some
participants suggested, job satisfaction and the sense of
professional fulfillment or purpose that caregivers could derive
from person-centered and empathetic aspects of caregiving
might be reduced.

Prerequisites for Responsible AI-Assisted
Decision-Making in Nursing Practice

Overview
Building upon the anticipated opportunities and risks of
AI-assisted decision-making, participants discussed a broad
array of factors that should be considered to responsibly embed
AI-DSSs in nursing practice and optimally balance opportunities
and risks. These factors can be roughly divided into 7
interrelated categories of prerequisites for responsible
AI-assisted decision-making in nursing practice.

Regular Deliberation on Data Collection
Stakeholders in data practices, including clients, should regularly
deliberate on the data required as inputs for AI-DSSs. Despite
the potential of AI-DSSs to provide better insights as they
acquire more (eg, more diverse or more long-term) data, most
participants stressed that only essential data should be acquired
to, for instance, limit privacy infringements, counteract the
over-problematization of old age, and prevent the cognitive
overload of caregivers. One of the nurses stressed this as
follows:

What I personally find troubling is that we want to
keep an eye on people all day long...I would rather
like us to look more closely at specific points about
which we say: we might want some extra attention
on that. So, for example you might want to know more
about—I’ll name it—the medication moment around
ten o’clock. What happens around that moment that
makes that the client may or may not do something
with it? Or a fall incident, what happens before that
makes the person fall every time? [Participant 21]

Along this line, multiple participants advocated that the
collection of data should always relate to specific objectives
(ie, care needs or life goals) agreed upon by clients and
caregivers. Some participants also proposed regular deliberation
by stakeholders, including clients, on the necessity and
implications of specific data collection, as care needs, the
personal values of stakeholders, and technological possibilities
change over time.

A Balanced Proactive Nature of AI-DSSs
AI-DSSs should have a balanced proactive nature, implying
that they should proactively support the nursing process while
avoiding decision automation. On the one hand, multiple
participants stressed that AI-DSSs should ease data-intensive
analytical tasks by processing data into actionable insights that
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encourage caregivers to implement certain care strategies or
delve deeper into identified concerns. Some participants
proposed that it is crucial to avoid overwhelming caregivers
with excessive insights that, from a practical perspective (eg,
owing to limited time and resources), cannot be acted upon or
are not necessarily problematic.

On the other hand, there was a broad consensus among
participants that human agency in decision-making should not
be overshadowed and that ample space should be created for
caregivers to devise person-centered care strategies by
themselves. Multiple participants suggested that the need for
users to think critically for themselves should be explicitly
communicated to users during implementation. Some
participants proposed that users could also be informed about
this via the user interface of AI-DSSs. Furthermore, multiple
participants noted that it could be meaningful if AI-DSSs point
caregivers to specific areas of concern but that caregivers should
largely retain and take the responsibility to develop
person-centered approaches to address specific issues. One of
the nurses stated the following:

If you see that a client has been less mobile the entire
week, I think you should look at it like: “okay, what
have we observed ourselves in recent weeks?”...And
what actions you take in response, I think, always
depends on the client...Let caregivers think for
themselves about the interventions that are
appropriate, because of course you do not always
have to implement the same interventions in a certain
situation. [Participant 7]

Incremental Advancements Aligned With Trust and
Experience
Advancements in AI-DSSs should involve incremental steps
that align with users’ and other stakeholders’ evolving trust in,
and experience with, these systems. Despite the perceived need
for proactive AI-DSSs that can transform potentially
unmanageable data sets into actionable insights, multiple
participants stressed that their operation and use should
provisionally not entail excessive complexity or opacity.
Caregivers, clients, and other stakeholders should gradually
build trust as AI-DSSs prove their value during use. Multiple
participants envisioned that, as trust in and experience with
AI-DSSs deepens, gradual advancements in these systems could
be implemented. For instance, it may be useful to introduce
more advanced predictive and prescriptive analytical
functionalities provided that users can interact with the system
without diminishing their autonomy and critical thinking
abilities. In addition, some participants posited that before
broader deployment, significant adjustments to algorithms and
the underlying logic within AI-DSSs may first need to be
extensively tested in a secure setting and evaluated by an
independent body. One of the data specialists stated the
following:

I think we need a quality mark to establish that trust
and that we as sector must agree that if such a system
does not have such a quality mark and it is still under
development, we will not use it. [Participant 12]

Customization for All User Groups
The design and implementation of AI-DSSs should involve
customization for all user groups, including clients and
caregivers, such that users’ interactions with AI-DSSs are
tailored to their personal needs. Some participants stated that
no one-size-fits-all approach exists for clients when deploying
care technologies or collecting data related to their health,
well-being, and care needs. Differences between clients
regarding their views on what is important in life and what
contributes to quality of care (eg, the best possible curative care,
safety, freedom, and privacy) may need to translate into
variations regarding the choice of care technologies to be
deployed, the data collected as input for AI-assisted
decision-making (see also prerequisite 1), and who can access
the resulting insights. Similarly, multiple participants suggested
that some degree of customization should also be applied to
caregivers. The interaction of AI-DSSs with caregivers, for
instance, the type of insights provided and the extent to which
recommendations by the systems have already been concretized,
and the training of caregivers to use AI-DSSs optimally may
need to be tailored to the specific role, level of education,
problem-solving capacities, and ability for critical reflection of
the caregivers. One of the care coordinators stated the following:

I think it depends on the resolving power of the person
viewing it...Non-medical caregivers level two can
often care for people very kindly and can help with
washing, dressing and providing pills. But you cannot
expect that when a client is ill, they will understand
what needs to be changed with those medicines. So
then maybe there must be a signal [by an AI-DSS]
saying “maybe you should discuss with the nurse or
doctor what should be done with the medication.”
But if you make that suggestion to a higher educated
nurse, she will say “yes, duh, I know that. That is my
profession.” It might quickly cause irritation if things
go like that. [Participant 1]

Measures to Counteract Bias and Narrow Perspectives
During the design and practical deployment of AI-DSSs,
measures should be taken to counteract bias and narrow
perspectives. In respect to the design of AI-DSSs, multiple
participants suggested that transparency should be provided
regarding the underlying functioning of AI-DSSs to ensure that
caregivers can properly understand the generation of AI-based
insights and assess the applicability and relevance of these
insights in the context of an individual client. Simultaneously,
some participants posited that, although a certain level of
transparency is essential, it should not entirely hinder the
advantages offered by advanced and potentially opaque AI
analytics. Multiple participants suggested that transparency
about AI-based outcomes could be fostered through explanations
via the user interface of AI-DSSs about underlying trends in
the data that led to a specific outcome or about the types of data
and client characteristics considered to achieve certain outcomes.
In addition, multiple participants proposed that the output of
AI-DSSs be framed as advice rather than compelling information
to prevent users from following AI-based outcomes without
critical reflection. In addition, some participants suggested that,
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in cases where AI-DSSs provide caregivers with
recommendations about interventions to address specific care
needs, multiple possible strategies could be presented to prevent
caregivers from fixating on a specific solution. Furthermore,
some participants advocated incorporating contextual
information about client characteristics, such as cultural and
socioeconomic backgrounds, as well as the observations or
interpretations of caregivers. Such information could provide
a broader perspective on the relevance of specific AI-generated
insights and might be crucial for caregivers to develop a nuanced
understanding of the situation and care needs of a client.
Moreover, multiple participants suggested that it might be
relevant if AI-DSSs not only provide insight into areas of
attention in the health and care of clients but also highlight
positive trends that indicate, for instance, that a certain care
intervention has been successful.

In respect to the practical deployment of AI-DSSs, most
participants stressed that caregivers require training on the
responsible use of these systems. For instance, multiple
participants proposed training to critically evaluate the relevance
of AI-generated insights and resist a potential tendency to accept
supposedly “evidence-based” outputs from AI-DSSs as the
truth. In addition, some participants stressed that training should
counteract the possibility that caregivers overconcentrate on
specific facets of health and well-being or particular care
interventions to which AI-DSSs have guided their attention.
One of the nurses stated the following:

I think it is important to indicate very clearly in the
training, for example, that options are presented for
what you can do, but that you are supposed to think
for yourself about what fits. Are you going to adjust
the action slightly, are you going to take a completely
different action, or aren’t you going to anything at
all? [Participant 17]

Human-Centric Learning Loops
AI-assisted decision-making should involve human-centric
learning loops, meaning that caregivers should be involved in
both the design of AI-DSSs and their implementation and use
in practice. One suggested aspect of such involvement is that
caregivers could assist designers in determining and iteratively
improving the underlying logics of AI-DSSs during both the
initial design and practical use of these systems. Multiple
participants advocated that caregivers with domain-specific
knowledge and an affinity to technology assist designers, who
may lack such contextual knowledge, in drawing up and testing
assumptions regarding the conversion of specific data into
meaningful insights to support nursing practice. In addition, a
few participants suggested that caregivers could be involved in
labeling or annotating data in the training data sets for AI-DSSs.
Furthermore, some participants proposed that caregivers could
reinforce the learning process of AI by assisting designers in
ensuring that adaptive AI-DSSs adequately refine their outputs
based on new data and user feedback. Similarly, multiple
participants mentioned that caregivers who actually use AI-DSSs
in practice should have the option to review AI-generated
outcomes and provide feedback that reinforces their learning
capabilities. For instance, some participants suggested enabling

caregivers to set the specific threshold values from which a
certain alarm should be generated for specific clients, indicate
how they followed up on specific AI-generated insights and
why, and manually enter relevant matters overlooked by the
system. A nurse stated the following:

It may be good to have the possibility to also add
information as a professional, important data that
may affect the client and care...If someone does
absolutely not want physiotherapy, but that is
recommended by the system every time, then you want
to be able to indicate somewhere that this is no longer
an option, so that the system can take that into
account, and look for a second best option.
[Participant 6]

Another suggested aspect of human-centric learning loops is
that caregivers can support each other in the use of AI-based
insights in practice. Several participants commented that
caregivers who are progressive with and at the forefront of using
AI-DSSs could be assigned the responsibility of facilitating the
use of AI-DSSs by other caregivers who may lack experience,
be hesitant to use AI-DSSs, or not know how to handle certain
outcomes. Similarly, some participants suggested that, in the
context of AI-assisted decision-making, it might be relevant or
necessary to involve interdisciplinary care professionals who
act as intermediaries between care and technology. As
suggested, these professionals could assist less data-savvy
caregivers in interpreting data and AI-based outputs to formulate
care strategies.

Routinization of Using AI-DSSs
Finally, the use of AI-DSSs should become routine, promoting
a commitment to naturally consider AI-based insights when
making decisions. Several participants posited that caregivers
are responsible for critically examining what care is needed and
appropriate in the context of an individual client and for using
all available inputs, including insights generated by AI-DSSs.
This might imply that consulting AI-DSSs might become the
norm over time as more evidence becomes available about the
added value of these systems for the quality and efficiency of
care and trust increases. Multiple participants mentioned that
AI-DSSs should be adequately integrated into the broader work
processes of caregivers to optimally use AI-based insights. A
data specialist put this as follows:

I think you should arrange implementations of
algorithms in such a way that caregivers cannot work
around them. You have to make the process foolproof.
For example, as we have done here...We have
arranged that every client with a positive outcome on
the algorithm must be discussed by the coordinating
practitioner and the manager. Then caregivers are
still the ones who decide about what happens and the
manager is the one who asks questions. [Participant
23]

In addition, the participants mentioned multiple factors that are
important for the routinization of AI-DSSs. For instance, several
participants mentioned that caregivers should have the freedom
to deviate from or disregard the outcomes of AI-DSSs, provided
that they do so thoughtfully. Accordingly, some participants
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suggested that it might be essential for caregivers to
comprehensively report their decisions and actions in the care
process. It was also suggested that care protocols and agreements
within care organizations, or the care sector more broadly,
regarding the authority and decision-making power of caregivers
should be regularly evaluated.

Discussion

Principal Findings
This study aimed to gain insights into the perspectives of nurses
and other professional stakeholders in LTC on prerequisites for
responsible AI-assisted decision-making in nursing practice.
By first examining stakeholders’ perspectives on the
opportunities and risks of AI-assisted decision-making, the
groundwork was established for exploring their perspectives
on prerequisites for responsible innovation in this area. As our
results demonstrate, the stances of LTC professionals toward
the use of increasingly advanced AI-DSSs are not a matter of
purely positive or negative expectations but rather a nuanced
interplay of positive and negative elements that lead to a
weighed perception of prerequisites for responsible AI-assisted
decision-making in nursing practice. Our findings provide
insights into potential supportive roles of AI-DSSs in nursing
practice. For instance, AI-DSSs can elevate the remote and early
anticipation of care needs by harnessing data from various
sources (eg, care technologies) and swiftly uncovering
overlooked issues or emerging trends related to the health,
well-being, or behavior of a client. In addition, AI-DSSs are
expected to foster adaptive, data-informed decision-making
about person-centered care strategies as well as shared
decision-making by clients and their formal and informal
caregivers. Furthermore, the use of AI-DSSs is expected to
alleviate the cognitive load of caregivers and improve their work
experience by saving time that would otherwise be spent on
repetitive, intricate, and burdensome analytical and monitoring
tasks. AI-DSSs are not regarded as potential decision makers
in the nursing process but rather as instruments, and by some
even as anthropomorphized agents, such as personal coaches
or mentors, that could proactively aid caregivers in becoming
aware of certain care needs and adaptively responding to these
needs. While these perspectives do not necessarily cover the
entire spectrum of opportunities of AI-assisted decision-making,
they correspond with previous studies on the expectations,
opportunities, and applications of AI in LTC (eg, the studies by
Mukaetova-Ladinska et al [2], Seibert et al [7], Buchanan et al
[8], and Neves et al [47]).

Our findings also provide insight into perceived risks of
AI-assisted decision-making in nursing practice.
Notwithstanding the positive perspectives regarding the
opportunities of using AI-DSSs, the care professionals generally
expressed caution about its potential impacts. Despite their
limited prior knowledge and expertise regarding the risks of AI,
the care professionals shared a diverse array of interrelated
concerns about risks associated with AI-assisted
decision-making, which mirror findings from previous studies
on the ethical implications of using AI-DSSs in health care (eg,
the studies by Sutton et al [21], Skuban-Eiseler et al [35], and

Schlicht and Räker [36]). For a large part, these concerns
revolved around the heavy reliance of caregivers on AI-DSSs,
which might, for instance, cause caregivers to overlook crucial
nuances that are beyond the grasp of AI-DSSs. AI-DSSs might
also perpetuate or exacerbate biases or cause a false sense of
security, as certain people and care needs might not be
adequately represented in the data and rules that are fed to
AI-DSSs. Ultimately, caregivers who heavily rely on AI-DSSs
might be led astray toward unsuitable care strategies. These
perspectives tie in with how Nyholm [48] sketches the dual
effects of AI on human intelligence: the prospect that AI
technologies might serve as a form of cognitive enhancement
and the cautionary notion that heavy reliance on AI technologies
might make people less intelligent. Furthermore, in our study,
concerns were expressed related to privacy infringements,
conflicts of interest, and the deterioration of the work experience
of caregivers owing to increased cognitive load or a reduced
sense of professional fulfillment.

Expanding on both the opportunities and risks of AI-assisted
decision-making in nursing practice, the care professionals
participating in this study were able to articulate factors that
might be important for responsibly embedding AI-DSSs into
nursing practice. Overall, the reasoning of care professionals
about the responsible design, implementation, and use of
AI-DSSs in nursing practice centered on seven interrelated
categories of prerequisites: (1) regular deliberation on data
collection; (2) a balanced proactive nature of AI-DSSs; (3)
incremental advancements aligned with trust and experience;
(4) customization for all user groups, including clients and
caregivers; (5) measures to counteract bias and narrow
perspectives; (6) human-centric learning loops; and (7)
routinization of using AI-DSSs. These findings extend beyond
merely mitigating the risks of AI-DSSs deployment in nursing
practices, as they provide insights into the envisioned
interactions between people and technology and how these
interactions can be responsibly shaped and reshaped as both
technology and the needs and values of people evolve.

Implications for Research and Practice
An overarching lesson to be learned from the identified
prerequisites for responsible AI-assisted decision-making in
nursing practice is that care professionals perceive that despite
the advancing capabilities of AI, AI-DSSs should serve as tools
that support shared decision-making by clients and their care
networks. Responsible AI-assisted decision-making hinges on
mutual reinforcement between users and technology. To
maximize the benefits and minimize the negative implications
of AI-assisted decision-making, the ways in which AI-DSSs
support nursing practice and interact with caregivers and other
stakeholders require continuous refinement “in context.” This
implies the need to iteratively tailor the design, implementation,
and use of increasingly advanced AI-DSSs to the interests,
experiences, and roles of individual clients and caregivers in
the care process and to the physical care environment.

The prevailing perspective suggests that inundating nurses, care
coordinators, and other care professionals with excessive
(aggregations of) data could impede, rather than enhance, their
decision-making capabilities. This aligns with previous studies
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that show that too much information [49,50] and insufficient
time can lead to information overload [51]. In this line, it is
anticipated that the use of AI-DSSs can ease caregivers from
data-intensive analytical tasks, proactively direct their attention
to issues and trends in data that may need their attention, and
possibly even guide them toward certain care strategies (see
prerequisite 2). These findings align with previous studies that
posit the use of AI as a “technical fix” to mitigate existing risks
related to the remote monitoring of older adults, such as the
potential cognitive overload of caregivers [32,52]. However,
the anticipated utility of proactive AI-DSSs must be carefully
balanced against the predominant perspective that the
automation of decision-making in nursing practice should be
avoided (prerequisite 2); that AI-DSSs might be introduced in
practice only through incremental steps that are aligned with
users’evolving trust in, and experience with, using these systems
(prerequisite 3); and that vigilance is required to prevent
caregivers from becoming overly reliant on AI-DSSs and being
led astray toward unsuitable care strategies (see also the studies
by Parasuraman and Riley [53] and Goddard et al [54]). In this
regard, our findings highlight the importance of and ways to
actively counteracting bias and narrow perspectives during both
the design and use of AI-DSSs (prerequisite 5; see also the
studies by de Hond et al [55], Fosch-Villaronga et al [56], and
Rubeis [57]). These findings complement previous studies
showing that AI tools can contribute to the
over-problematization and overdiagnosis of health issues [58]
and perpetuate racial, gender, and age-related biases
[24,47,59,60]. Moreover, in close connection to this, our
findings emphasize the importance of establishing human-centric
learning loops through which caregivers can actively contribute
to the meaningful and responsible design, implementation, and
use of AI-DSSs (prerequisite 6) [57,61]. These findings resonate
with Hindocha and Cosmin Badea [34], who suggested that care
professionals can act as moral exemplars for the virtuous
machine and will, therefore, be integral to the responsible
design, deployment, and use of AI in health care. Moreover,
caregivers play an important role in collecting data that might
eventually be used by AI tools [61]. Overall, these findings
underscore the notion that responsible AI-assisted
decision-making requires an approach that extends beyond
merely the design and technical aspects of AI-DSSs. The
development and use of AI-DSSs should be supported by
caregivers capable of adeptly interacting with these technologies
(see also the study by Sand et al [62]). The enhancement of
capabilities calls for effective educational strategies to prepare
caregivers for this evolving technological landscape [63].
However, as our findings suggest, caregivers may not contribute
equally to responsible innovation in this area. Although all
caregivers are obliged to justify their own decisions and actions
[64], some may need practical assistance in the optimal and
responsible use of AI-DSSs. Meanwhile, other caregivers can
take on active intermediary roles between care and technology
[61] by providing practical assistance to fellow caregivers and
supporting designers in shaping and iteratively improving
AI-DSSs.

Although our findings suggest that the overall potential of AI
and AI-DSSs grows with the availability of pertinent data, they
also show reservations against the unrestrained collection and

use of data by AI-DSSs. The predominant perspective of care
professionals was that specific data and associated AI-based
insights should be generated only in accordance with established
goals agreed upon by key stakeholders, including clients
(prerequisite 1). The collection and use of specific data should
be proactively and continuously balanced against potential
harms, such as privacy infringement, cognitive overload, and
the over-problematization of old age (see also the studies by
Wang et al [65], Blasimme and Vayena [66], and Palmer and
Schwan [67]). Although our findings emphasize the importance
of generating only relevant data as input for AI-DSSs, they also
suggest that once it has been decided to generate certain data
and have them processed by AI-DSSs, it should be routine
practice to use the resulting insights (prerequisite 7). In this
context, Heyen and Salloch [22] stressed that the more
routinized the use of AI-DSSs becomes in practice, the more
critically caregivers need to focus on soft factors in individual
client cases that cannot be comprehensively considered by
AI-DSSs, such as the personality, life situation, or cultural
background of a client (see also prerequisite 5). Similarly, a
notable skepticism was present among the care professionals
participating in this study regarding the future capacity of AI
to comprehensively anticipate the care needs of people. After
all, it may be difficult or even impossible to fully capture in
data and decision rules for AI what contributes to good care and
quality of life for an individual person [35,36,68]. Hence, in the
context of AI-assisted decision-making, it may become
increasingly important to engage in shared decision-making to
get to know clients and respond optimally to their personal
needs, goals, interests, preferences, and values [22,69].
Simultaneously, the shared decision-making model is subject
to pressure, for instance, owing to the potential opacity of
algorithms, leading to an insufficient understanding of the
rationale behind AI-based insights into care needs and possible
interventions [64]. Moreover, shared AI-assisted
decision-making may be particularly challenging in the care of
older adults, particularly those with cognitive impairment. This
may hinder the ability of older adults to express their feelings
and wishes and amplify the risk that nurses and other formal
and informal caregivers consciously or unconsciously enforce
what they think is right [35,36,70,71]. A fruitful direction for
future studies could be to explore the effective integration of
AI-DSSs into shared decision-making processes with older
adults and their formal and informal caregivers.

Responsible Innovation: A Balancing Act
As our findings and the implications drawn earlier indicate,
initial opportunities for AI-assisted decision-making in nursing
practice could turn into drawbacks, contingent upon the specific
shaping of both the design and deployment of AI-DSSs. The
interrelatedness of the identified prerequisites for responsible
AI-assisted decision-making suggests that addressing one factor
alone may not be sufficient because of its tight link with others.
Moreover, addressing risks such as privacy infringement, for
instance, by limiting data collection, affects the possibilities of
remote care and prevention supported by AI. Hence, we call for
technology developers; caregivers using AI-DSSs; and other
stakeholders, including older adults, to engage in ongoing public
discourse (see also the study by Buhmann and Fieseler [72])
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and work together to cohesively address different factors
important to the responsible embedding of AI-DSSs in practice.
In doing so, we recommend viewing the responsible use of
AI-DSSs as a balancingact (see also the study by Wehrens et
al [52]). Potential or proven positive and negative impacts could
be carefully weighed against each other, or stated differently,
trade-offs could be made among the effects of using AI-DSSs
on values such as quality of life, autonomy, privacy,
transparency, and fairness (see also the study by Sanderson et
al [73]). Further research could explore at what level and by
which means such trade-offs can be made effectively.

While trade-offs need to be made in context, in the care of
individual clients, there are also trade-offs to be made at a higher
level between the interests of individual people and broader
public interests. Our findings suggest that responsible
AI-assisted decision-making requires customization, for
instance, regarding specific care technologies to be used and
data to be collected [74], the processing of these data by AI,
who gets access to the data and AI-based insights, the
explanation of AI-based insights to users [75], and the extent
to which AI-DSSs proactively advise caregivers about care
needs and strategies (see prerequisite 4). In other words, there
might be a desire to comprehensively address context-specific
needs and preferences regarding privacy protection, transparency
about the outcomes of AI-DSSs, and the protection of caregivers
from potential overreliance on AI-DSSs and the erosion of
professional autonomy (eg, the studies by Egelman and Peer
[76] and Wilkinson et al [77]). One might suggest that the
responsible deployment and use of AI-DSSs in practice requires
customization at the level of individual clients and caregivers.
Simultaneously, full customization might be at odds with the
need to offer somewhat standardized solutions, universalize
applicability, and foster scalability [78-80]. Future studies could
explore how trade-offs could be made between the seemingly
contrasting needs for contextualization and customization and
for the decontextualization and standardization of AI-DSSs. In
addition, it would be valuable to examine the implications of
such trade-offs for the development of AI-DSSs and their
deployment in practice.

Several studies have been conducted on the (potential)
supportive roles of AI-based technologies in nursing practice
[5-8] and the high-level requirements for responsible AI
innovation [28-30]. This study builds upon previous studies in
both research fields by examining the perspectives of various
experienced nurses and other LTC professionals on the
opportunities and risks of AI-assisted decision-making in nursing
practice, thereby laying the groundwork for exploring associated
prerequisites for responsible innovation in this area. This is
particularly relevant because nurses and other caregivers do not
always have a say in the design of AI tools, while they play a
pivotal role in their implementation and use [5,8,57,61]. Along
this line, we recommend that future studies continue to engage
with the perspectives of caregivers and other stakeholders on
striking a balance between the opportunities and risks of
AI-assisted decision-making. This could contribute to a more
comprehensive analysis and deeper understanding of ways to
ensure the responsible embedding of AI-DSSs and other
AI-based technologies in specific contexts. Another avenue

worth exploring in future studies involves the demonstration of
effective methodologies and metrics for an in-depth evaluation
of the positive and negative impacts of AI-DSSs on the
dynamics of nursing practices and the tensions between these
impacts. Research endeavors of this nature could offer initial
steps for diverse stakeholders in working together on the
responsible embedding of specific AI-DSSs in practice.

Study Limitations
No study comes without limitations, and the main limitations
of this study are related to the participants involved. For
instance, by focusing only on the perspectives of LTC care
professionals, this study does not consider the perspectives of
other key stakeholders in AI-assisted decision-making in LTC,
such as older adults and informal caregivers. Moreover, within
LTC, an increasing number of caregiving responsibilities may
transition to informal care networks. This highlights the need
for future studies to include both formal and informal caregivers
and care recipients to gain a comprehensive understanding of
the prerequisites for responsible AI-assisted decision-making
in nursing practice [36]. In addition, our findings may guide
responsible innovation in AI-DSSs outside the context of Dutch
LTC, but caution should be exercised in generalizing our
findings, given the diversity of health care systems across
countries. The results obtained from this study can be further
examined in future studies using a quantitative approach or a
larger and more diverse sample of LTC stakeholders from
different geographic and cultural backgrounds, thereby
evaluating and enhancing their robustness. Furthermore, despite
the diverse group of care professionals participating in this
study, biases may exist owing to varying experiences with digital
innovation, potentially skewing views toward the desirability
and implications of AI-assisted decision-making. In addition,
the targeted (principle-based) interview questions may have
influenced the responses of participants by guiding specific
conceptualizations of risks. While this guidance may have
positively contributed to gaining in-depth insights into
prerequisites for responsible innovation, it may also have caused
omissions of crucial factors, such as the impact of AI on the
environment, digital inequality, and the caregiver-client
relationship, which should also be considered in contexts of
AI-assisted decision-making. Finally, to enhance the
comprehension of the prerequisites for responsible AI-assisted
decision-making, future studies might also consider and
enlighten sociotechnical biases and potentially skewed
perceptions of care professionals and other stakeholders about
the opportunities and risks presented by AI-DSSs (eg, see the
study by Neves et al [47]).

Conclusions
This study provides insights into prerequisites for responsible
AI-assisted decision-making in nursing practice from the
perspectives of nurses and professional stakeholders with whom
they closely collaborate. While care professionals see broad
opportunities in the use of AI-DSSs to improve the quality of
care and workload and experience of caregivers, positive
perspectives on AI-assisted decision-making are generally
accompanied by a wide array of concerns about risks. Our
findings indicate that opportunities for AI-assisted
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decision-making in nursing practice could turn into drawbacks
depending on the specific shaping of the design and deployment
of AI-DSSs. To optimally balance opportunities and risks of
AI-assisted decision-making, seven interrelated categories of
prerequisites were identified for responsible AI-assisted
decision-making in nursing practice: (1) regular deliberation
on data collection; (2) a balanced proactive nature of AI-DSSs;
(3) incremental advancements aligned with trust and experience;
(4) customization for all user groups, including clients and
caregivers; (5) measures to counteract bias and narrow
perspectives; (6) human-centric learning loops; and (7)
routinization of using AI-DSSs. These prerequisites emphasize
that regardless of their advancing capabilities, AI-DSSs should
be used as tools to support shared decision-making by clients

and their care network, and the ways in which AI-DSSs support
the nursing process need continuous contextual refinement.
Although this study focuses on the use of AI-DSSs in LTC, the
findings may also be relevant to different sectors, contexts, and
AI-based technologies. Finally, this study demonstrates the
relevance of engaging care professionals in exploring the
opportunities and risks of AI, as well as factors important to the
responsible embedding of AI-based technologies into practice.
These actors not only play a pivotal role in the future use of
AI-based technologies in care practice but can also actively
contribute to the articulation of strategies that ensure meaningful,
responsible, and sustainable embedding of technologies in
practice.

Acknowledgments
The authors gratefully acknowledge support from the Active Assisted Living program, cofinanced by the European Commission
through the Horizon2020 Societal Challenge Health, Demographic Change and Wellbeing. In particular, the work reported here
has been supported by the Active Assisted Living Healthy Ageing Eco-system for People with Dementia project
(AAL-2020-7-229-CP). The authors would like to thank Editage for English language editing.

Authors' Contributions
DRML contributed to conceptualization, methodology, validation, investigation, formal analysis, writing the original draft,
reviewing and editing the manuscript, and funding acquisition. NES contributed to methodology, investigation, formal analysis,
and reviewing and editing the manuscript. SIA contributed to methodology, investigation, formal analysis, and reviewing and
editing the manuscript. BMH contributed to formal analysis and reviewing and editing the manuscript. HHN contributed to
conceptualization, methodology, validation, reviewing and editing the manuscript, project administration, and funding acquisition.
WPCB contributed to conceptualization, methodology, and reviewing and editing the manuscript. AP contributed to
conceptualization, methodology, and reviewing and editing the manuscript. EHMM contributed to conceptualization, methodology,
and reviewing and editing the manuscript. MMNM contributed to conceptualization, methodology, and reviewing and editing
the manuscript. All authors contributed to writing (original draft).

Conflicts of Interest
None declared.

Multimedia Appendix 1
Interview protocol (translated to English).
[DOCX File , 372 KB-Multimedia Appendix 1]

References

1. Ienca M, Jotterand F, Elger B, Caon M, Scoccia Pappagallo A, Kressig RW, et al. Intelligent assistive technology for
Alzheimer's disease and other dementias: a systematic review. J Alzheimers Dis. 2017;60(1):333. [FREE Full text] [doi:
10.3233/JAD-179005] [Medline: 28869482]

2. Mukaetova-Ladinska EB, Harwood T, Maltby J. Artificial intelligence in the healthcare of older people. Arch Psychiatr
Ment Health. Mar 20, 2020;4:007-013. [FREE Full text] [doi: 10.29328/journal.apmh.1001011]

3. Xie B, Tao C, Li J, Hilsabeck RC, Aguirre A. Artificial intelligence for caregivers of persons with Alzheimer's disease and
related dementias: systematic literature review. JMIR Med Inform. Aug 20, 2020;8(8):e18189. [FREE Full text] [doi:
10.2196/18189] [Medline: 32663146]

4. Rubeis G. The disruptive power of artificial intelligence. Ethical aspects of gerontechnology in elderly care. Arch Gerontol
Geriatr. 2020;91:104186. [FREE Full text] [doi: 10.1016/j.archger.2020.104186] [Medline: 32688106]

5. von Gerich H, Moen H, Block LJ, Chu CH, DeForest H, Hobensack M, et al. Artificial intelligence -based technologies in
nursing: a scoping literature review of the evidence. Int J Nurs Stud. Mar 2022;127:104153. [FREE Full text] [doi:
10.1016/j.ijnurstu.2021.104153] [Medline: 35092870]

6. Martinez-Ortigosa A, Martinez-Granados A, Gil-Hernández E, Rodriguez-Arrastia M, Ropero-Padilla C, Roman P.
Applications of artificial intelligence in nursing care: a systematic review. J Nurs Manag. Jul 26, 2023;2023:1-12. [FREE
Full text] [doi: 10.1155/2023/3219127]

JMIR Nursing 2024 | vol. 7 | e55962 | p. 13https://nursing.jmir.org/2024/1/e55962
(page number not for citation purposes)

Lukkien et alJMIR NURSING

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=nursing_v7i1e55962_app1.docx&filename=817fd836078873159e32bdf01184cf65.docx
https://jmir.org/api/download?alt_name=nursing_v7i1e55962_app1.docx&filename=817fd836078873159e32bdf01184cf65.docx
https://doi.org/10.3233/JAD-161037
http://dx.doi.org/10.3233/JAD-179005
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28869482&dopt=Abstract
https://doi.org/10.29328/journal.apmh.1001011
http://dx.doi.org/10.29328/journal.apmh.1001011
https://medinform.jmir.org/2020/8/e18189/
http://dx.doi.org/10.2196/18189
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32663146&dopt=Abstract
https://doi.org/10.1016/j.archger.2020.104186
http://dx.doi.org/10.1016/j.archger.2020.104186
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32688106&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0020-7489(21)00298-4
http://dx.doi.org/10.1016/j.ijnurstu.2021.104153
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35092870&dopt=Abstract
https://doi.org/10.1155/2023/3219127
https://doi.org/10.1155/2023/3219127
http://dx.doi.org/10.1155/2023/3219127
http://www.w3.org/Style/XSL
http://www.renderx.com/


7. Seibert K, Domhoff D, Bruch D, Schulte-Althoff M, Fürstenau D, Biessmann F, et al. Application scenarios for artificial
intelligence in nursing care: rapid review. J Med Internet Res. Nov 29, 2021;23(11):e26522. [FREE Full text] [doi:
10.2196/26522] [Medline: 34847057]

8. Buchanan C, Howitt ML, Wilson R, Booth RG, Risling T, Bamford M. Predicted influences of artificial intelligence on
the domains of nursing: scoping review. JMIR Nurs. Dec 17, 2020;3(1):e23939. [FREE Full text] [doi: 10.2196/23939]
[Medline: 34406963]

9. Dubuc N, Brière S, Corbin C, N'Bouke A, Bonin L, Delli-Colli N. Computerized care-pathways (CCPs) system to support
person-centered, integrated, and proactive care in home-care settings. Inform Health Soc Care. Mar 02, 2021;46(1):100-111.
[FREE Full text] [doi: 10.1080/17538157.2020.1865969] [Medline: 33406972]

10. Thoma-Lürken T, Bleijlevens MH, Lexis MA, Hamers JP. Evaluation of a decision support app for nurses and case managers
to facilitate aging in place of people with dementia. A randomized controlled laboratory experiment. Geriatr Nurs. Nov
2018;39(6):653-662. [FREE Full text] [doi: 10.1016/j.gerinurse.2018.04.019] [Medline: 29858041]

11. Kihlgren A, Svensson F, Lövbrand C, Gifford M, Adolfsson A. A decision support system (DSS) for municipal nurses
encountering health deterioration among older people. BMC Nurs. Nov 08, 2016;15:63. [FREE Full text] [doi:
10.1186/s12912-016-0184-0] [Medline: 27833455]

12. Lindgren H. Towards personalized decision support in the dementia domain based on clinical practice guidelines. User
Model User Adapt Interact. Jan 9, 2011;21(4-5):377-406. [FREE Full text] [doi: 10.1007/s11257-010-9090-4]

13. van de Loo B, Linn AJ, Medlock S, Belimbegovski W, Seppala LJ, van Weert JC, et al. AI-based decision support to
optimize complex care for preventing medication-related falls. Nat Med. Mar 2024;30(3):620-621. [FREE Full text] [doi:
10.1038/s41591-023-02780-z] [Medline: 38273147]

14. Hunink MM, Weinstein MC, Wittenberg E, Drummond MF, Pliskin JS, Wong JB, et al. Decision Making in Health and
Medicine: Integrating Evidence and Values, Second Edition. Cambridge, UK. Cambridge University Press; 2014.

15. Akbar S, Lyell D, Magrabi F. Automation in nursing decision support systems: a systematic review of effects on decision
making, care delivery, and patient outcomes. J Am Med Inform Assoc. Oct 12, 2021;28(11):2502-2513. [FREE Full text]
[doi: 10.1093/jamia/ocab123] [Medline: 34498063]

16. Yeung K. Recommendation of the council on artificial intelligence (OECD). Int Leg Mater. Mar 12, 2020;59(1):27-34.
[FREE Full text] [doi: 10.1017/ilm.2020.5]

17. Russell SJ, Norvig P. Artificial Intelligence: A Modern Approach, Third Edition. London, UK. Pearson Education; 2009.
18. Explanatory memorandum on the updated OECD definition of an AI system. OECD Publishing. Mar 2024. URL: https:/

/www.oecd-ilibrary.org/docserver/623da898-en.
pdf?expires=1718864105&id=id&accname=guest&checksum=C7425CED5968520597F4424F309F050A [accessed
2024-06-26]

19. Lee S. Features of computerized clinical decision support systems supportive of nursing practice: a literature review. Comput
Inform Nurs. Oct 2013;31(10):477-95; quiz 496-7. [FREE Full text] [doi: 10.1097/01.NCN.0000432127.99644.25] [Medline:
23958964]

20. Middleton B, Sittig DF, Wright A. Clinical decision support: a 25 year retrospective and a 25 year vision. Yearb Med
Inform. Aug 02, 2016;Suppl 1(Suppl 1):S103-S116. [FREE Full text] [doi: 10.15265/IYS-2016-s034] [Medline: 27488402]

21. Sutton RT, Pincock D, Baumgart DC, Sadowski DC, Fedorak RN, Kroeker KI. An overview of clinical decision support
systems: benefits, risks, and strategies for success. NPJ Digit Med. Feb 06, 2020;3:17. [FREE Full text] [doi:
10.1038/s41746-020-0221-y] [Medline: 32047862]

22. Heyen NB, Salloch S. The ethics of machine learning-based clinical decision support: an analysis through the lens of
professionalisation theory. BMC Med Ethics. Aug 19, 2021;22(1):112. [FREE Full text] [doi: 10.1186/s12910-021-00679-3]
[Medline: 34412649]

23. Petersen C, Smith J, Freimuth RR, Goodman KW, Jackson GP, Kannry J, et al. Recommendations for the safe, effective
use of adaptive CDS in the US healthcare system: an AMIA position paper. J Am Med Inform Assoc. Mar 18,
2021;28(4):677-684. [FREE Full text] [doi: 10.1093/jamia/ocaa319] [Medline: 33447854]

24. Berridge C, Grigorovich A. Algorithmic harms and digital ageism in the use of surveillance technologies in nursing homes.
Front Sociol. Sep 16, 2022;7:957246. [FREE Full text] [doi: 10.3389/fsoc.2022.957246] [Medline: 36189442]

25. Morley J, Machado CC, Burr C, Cowls J, Joshi I, Taddeo M, et al. The ethics of AI in health care: a mapping review. Soc
Sci Med. Sep 2020;260:113172. [FREE Full text] [doi: 10.1016/j.socscimed.2020.113172] [Medline: 32702587]

26. Chu CH, Nyrup R, Leslie K, Shi J, Bianchi A, Lyn A, et al. Digital ageism: challenges and opportunities in artificial
intelligence for older adults. Gerontologist. Aug 12, 2022;62(7):947-955. [FREE Full text] [doi: 10.1093/geront/gnab167]
[Medline: 35048111]

27. Stypińska J. AI ageism: a critical roadmap for studying age discrimination and exclusion in digitalized societies. AI Soc.
2023;38(2):665-677. [FREE Full text] [doi: 10.1007/s00146-022-01553-5] [Medline: 36212226]

28. Jobin A, Ienca M, Vayena E. The global landscape of AI ethics guidelines. Nat Mach Intell. Sep 02, 2019;1(9):389-399.
[FREE Full text] [doi: 10.1038/s42256-019-0088-2]

JMIR Nursing 2024 | vol. 7 | e55962 | p. 14https://nursing.jmir.org/2024/1/e55962
(page number not for citation purposes)

Lukkien et alJMIR NURSING

XSL•FO
RenderX

https://www.jmir.org/2021/11/e26522/
http://dx.doi.org/10.2196/26522
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34847057&dopt=Abstract
https://nursing.jmir.org/2020/1/e23939/
http://dx.doi.org/10.2196/23939
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34406963&dopt=Abstract
https://doi.org/10.1080/17538157.2020.1865969
http://dx.doi.org/10.1080/17538157.2020.1865969
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33406972&dopt=Abstract
https://doi.org/10.1016/J.GERINURSE.2018.04.019
http://dx.doi.org/10.1016/j.gerinurse.2018.04.019
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29858041&dopt=Abstract
https://bmcnurs.biomedcentral.com/articles/10.1186/s12912-016-0184-0
http://dx.doi.org/10.1186/s12912-016-0184-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27833455&dopt=Abstract
https://doi.org/10.1007/s11257-010-9090-4
http://dx.doi.org/10.1007/s11257-010-9090-4
https://doi.org/10.1038/s41591-023-02780-z
http://dx.doi.org/10.1038/s41591-023-02780-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38273147&dopt=Abstract
https://europepmc.org/abstract/MED/34498063
http://dx.doi.org/10.1093/jamia/ocab123
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34498063&dopt=Abstract
https://doi.org/10.1017/ilm.2020.5
http://dx.doi.org/10.1017/ilm.2020.5
https://www.oecd-ilibrary.org/docserver/623da898-en.pdf?expires=1718864105&id=id&accname=guest&checksum=C7425CED5968520597F4424F309F050A
https://www.oecd-ilibrary.org/docserver/623da898-en.pdf?expires=1718864105&id=id&accname=guest&checksum=C7425CED5968520597F4424F309F050A
https://www.oecd-ilibrary.org/docserver/623da898-en.pdf?expires=1718864105&id=id&accname=guest&checksum=C7425CED5968520597F4424F309F050A
https://doi.org/10.1097/01.NCN.0000432127.99644.25
http://dx.doi.org/10.1097/01.NCN.0000432127.99644.25
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23958964&dopt=Abstract
http://www.thieme-connect.com/DOI/DOI?10.15265/IYS-2016-s034
http://dx.doi.org/10.15265/IYS-2016-s034
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27488402&dopt=Abstract
https://doi.org/10.1038/s41746-020-0221-y
http://dx.doi.org/10.1038/s41746-020-0221-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32047862&dopt=Abstract
https://bmcmedethics.biomedcentral.com/articles/10.1186/s12910-021-00679-3
http://dx.doi.org/10.1186/s12910-021-00679-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34412649&dopt=Abstract
https://europepmc.org/abstract/MED/33447854
http://dx.doi.org/10.1093/jamia/ocaa319
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33447854&dopt=Abstract
https://europepmc.org/abstract/MED/36189442
http://dx.doi.org/10.3389/fsoc.2022.957246
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36189442&dopt=Abstract
https://doi.org/10.1016/J.SOCSCIMED.2020.113172
http://dx.doi.org/10.1016/j.socscimed.2020.113172
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32702587&dopt=Abstract
https://europepmc.org/abstract/MED/35048111
http://dx.doi.org/10.1093/geront/gnab167
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35048111&dopt=Abstract
https://europepmc.org/abstract/MED/36212226
http://dx.doi.org/10.1007/s00146-022-01553-5
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36212226&dopt=Abstract
https://doi.org/10.1038/s42256-019-0088-2
http://dx.doi.org/10.1038/s42256-019-0088-2
http://www.w3.org/Style/XSL
http://www.renderx.com/


29. Fjeld J, Achten N, Hilligoss H, Nagy A, Srikumar M. Principled artificial intelligence: mapping consensus in ethical and
rights-based approaches to principles for AI. Berkman Klein Center for Internet & Society. 2020. URL: https://dash.
harvard.edu/handle/1/42160420 [accessed 2024-06-26]

30. Hagendorff T. The ethics of AI ethics: an evaluation of guidelines. Minds Mach. Feb 01, 2020;30(1):99-120. [FREE Full
text] [doi: 10.1007/s11023-020-09517-8]

31. Mittelstadt B. Principles alone cannot guarantee ethical AI. Nat Mach Intell. Nov 04, 2019;1(11):501-507. [FREE Full text]
[doi: 10.1038/s42256-019-0114-4]

32. Lukkien DR, Nap HH, Buimer HP, Peine A, Boon WP, Ket JC, et al. Toward responsible artificial intelligence in long-term
care: a scoping review on practical approaches. Gerontologist. Jan 24, 2023;63(1):155-168. [FREE Full text] [doi:
10.1093/geront/gnab180] [Medline: 34871399]

33. Goirand M, Austin E, Clay-Williams R. Implementing ethics in healthcare AI-based applications: a scoping review. Sci
Eng Ethics. Sep 03, 2021;27(5):61. [FREE Full text] [doi: 10.1007/s11948-021-00336-3] [Medline: 34480239]

34. Hindocha S, Badea C. Moral exemplars for the virtuous machine: the clinician’s role in ethical artificial intelligence for
healthcare. AI Ethics. Sep 12, 2021;2(1):167-175. [FREE Full text] [doi: 10.1007/s43681-021-00089-6]

35. Skuban-Eiseler T, Orzechowski M, Denkinger M, Kocar TD, Leinert C, Steger F. Artificial intelligence-based clinical
decision support systems in geriatrics: an ethical analysis. J Am Med Dir Assoc. Sep 2023;24(9):1271-6.e4. [FREE Full
text] [doi: 10.1016/j.jamda.2023.06.008] [Medline: 37453451]

36. Schlicht L, Räker M. A context-specific analysis of ethical principles relevant for AI-assisted decision-making in health
care. AI Ethics. Jul 24, 2023. [FREE Full text] [doi: 10.1007/s43681-023-00324-2]

37. Noortman R, Schulte BF, Marshall P, Bakker S, Cox AL. HawkEye - deploying a design fiction probe. In: Proceedings of
the 2019 CHI Conference on Human Factors in Computing Systems. 2019. Presented at: CHI '19; May 4-9, 2019; Glasgow,
UK. [doi: 10.1145/3290605.3300652]

38. Nathan LP, Klasnja PV, Friedman B. Value scenarios: a technique for envisioning systemic effects of new technologies.
In: Proceedings of the CHI '07 Extended Abstracts on Human Factors in Computing Systems. 2007. Presented at: CHI EA
'07; April 28-May 3, 2007; San Jose, CA. [doi: 10.1145/1240866.1241046]

39. Carrol JM. Five reasons for scenario-based design. In: Proceedings of the 32nd Annual Hawaii International Conference
on Systems Sciences. 1999. Presented at: HICSS-32; January 5-8, 1999; Maui, HI. [doi: 10.1109/hicss.1999.772890]

40. Risnes M, Thorstensen E, Mirtaheri P, Berg A. Exploring value dilemmas of brain monitoring technology through speculative
design scenarios. J Responsible Technol. Mar 2024;17:100074. [FREE Full text] [doi: 10.1016/j.jrt.2023.100074]

41. El Morr C, Ali-Hassan H. Healthcare, data analytics, and business intelligence. In: Analytics in Healthcare. Cham,
Switzerland. Springer; Jan 22, 2019.

42. Sadat Mosavi N, Filipe Santos M. How prescriptive analytics influences decision making in precision medicine. Procedia
Comput Sci. 2020;177:528-533. [FREE Full text] [doi: 10.1016/j.procs.2020.10.073]

43. Ethics and governance of artificial intelligence for health: WHO guidance. World Health Organization. Jun 28, 2021. URL:
https://www.who.int/publications/i/item/9789240029200 [accessed 2024-06-26]

44. Your research: Is it subject to the WMO or not? Central Committee on Research Involving Human Subjects. URL: https:/
/english.ccmo.nl/investigators/legal-framework-for-medical-scientific-research/your-research-is-it-subject-to-the-wmo-or-not
[accessed 2024-07-23]

45. Braun V, Clarke V. Using thematic analysis in psychology. Qual Res Psychol. 2006;3(2):77-101. [FREE Full text] [doi:
10.1191/1478088706qp063oa]

46. Kiger ME, Varpio L. Thematic analysis of qualitative data: AMEE guide no. 131. Med Teach. Aug 2020;42(8):846-854.
[FREE Full text] [doi: 10.1080/0142159X.2020.1755030] [Medline: 32356468]

47. Neves BB, Petersen A, Vered M, Carter A, Omori M. Artificial intelligence in long-term care: technological promise, aging
anxieties, and sociotechnical ageism. J Appl Gerontol. Jun 2023;42(6):1274-1282. [FREE Full text] [doi:
10.1177/07334648231157370] [Medline: 36799089]

48. Nyholm S. Artificial intelligence and human enhancement: can AI technologies make us more (artificially) intelligent?
Camb Q Healthc Ethics. Jan 2024;33(1):76-88. [FREE Full text] [doi: 10.1017/S0963180123000464] [Medline: 37646146]

49. Hiltz SR, Turoff M. Structuring computer-mediated communication systems to avoid information overload. Commun ACM.
Jul 01, 1985;28(7):680-689. [FREE Full text] [doi: 10.1145/3894.3895]

50. Rosekind MR, Gander PH, Miller DL, Gregory KB, Smith RM, Weldon KJ, et al. Fatigue in operational settings: examples
from the aviation environment. Hum Factors. Jun 1994;36(2):327-338. [FREE Full text] [doi: 10.1177/001872089403600212]
[Medline: 8070796]

51. Schick AG, Gordon LA, Haka S. Information overload: a temporal approach. Account Organ Soc. 1990;15(3):199-220.
[FREE Full text] [doi: 10.1016/0361-3682(90)90005-f]

52. Wehrens R, Stevens M, Kostenzer J, Weggelaar AM, de Bont A. Ethics as discursive work: the role of ethical framing in
the promissory future of data-driven healthcare technologies. Sci Technol Hum Values. Nov 08, 2021;48(3):606-634.
[FREE Full text] [doi: 10.1177/01622439211053661]

53. Parasuraman R, Riley V. Humans and automation: use, misuse, disuse, abuse. Hum Factors. 1997;39(2):230-253. [FREE
Full text] [doi: 10.1518/001872097778543886]

JMIR Nursing 2024 | vol. 7 | e55962 | p. 15https://nursing.jmir.org/2024/1/e55962
(page number not for citation purposes)

Lukkien et alJMIR NURSING

XSL•FO
RenderX

https://dash.harvard.edu/handle/1/42160420
https://dash.harvard.edu/handle/1/42160420
https://doi.org/10.1007/s11023-020-09517-8
https://doi.org/10.1007/s11023-020-09517-8
http://dx.doi.org/10.1007/s11023-020-09517-8
https://doi.org/https://doi.org/10.1038/s42256-019-0114-4
http://dx.doi.org/10.1038/s42256-019-0114-4
https://europepmc.org/abstract/MED/34871399
http://dx.doi.org/10.1093/geront/gnab180
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34871399&dopt=Abstract
https://doi.org/10.1007/S11948-021-00336-3
http://dx.doi.org/10.1007/s11948-021-00336-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34480239&dopt=Abstract
https://doi.org/10.1007/S43681-021-00089-6
http://dx.doi.org/10.1007/s43681-021-00089-6
https://linkinghub.elsevier.com/retrieve/pii/S1525-8610(23)00555-8
https://linkinghub.elsevier.com/retrieve/pii/S1525-8610(23)00555-8
http://dx.doi.org/10.1016/j.jamda.2023.06.008
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37453451&dopt=Abstract
https://doi.org/10.1007/S43681-023-00324-2
http://dx.doi.org/10.1007/s43681-023-00324-2
http://dx.doi.org/10.1145/3290605.3300652
http://dx.doi.org/10.1145/1240866.1241046
http://dx.doi.org/10.1109/hicss.1999.772890
https://doi.org/10.1016/J.JRT.2023.100074
http://dx.doi.org/10.1016/j.jrt.2023.100074
https://doi.org/10.1016/J.PROCS.2020.10.073
http://dx.doi.org/10.1016/j.procs.2020.10.073
https://www.who.int/publications/i/item/9789240029200
https://english.ccmo.nl/investigators/legal-framework-for-medical-scientific-research/your-research-is-it-subject-to-the-wmo-or-not
https://english.ccmo.nl/investigators/legal-framework-for-medical-scientific-research/your-research-is-it-subject-to-the-wmo-or-not
https://doi.org/10.1191/1478088706QP063OA
http://dx.doi.org/10.1191/1478088706qp063oa
https://doi.org/10.1080/0142159X.2020.1755030
http://dx.doi.org/10.1080/0142159X.2020.1755030
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32356468&dopt=Abstract
https://journals.sagepub.com/doi/abs/10.1177/07334648231157370?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.1177/07334648231157370
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36799089&dopt=Abstract
https://doi.org/10.1017/S0963180123000464
http://dx.doi.org/10.1017/S0963180123000464
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37646146&dopt=Abstract
https://doi.org/10.1145/3894.3895
http://dx.doi.org/10.1145/3894.3895
https://doi.org/10.1177/001872089403600212
http://dx.doi.org/10.1177/001872089403600212
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=8070796&dopt=Abstract
https://doi.org/10.1016/0361-3682(90)90005-F
http://dx.doi.org/10.1016/0361-3682(90)90005-f
https://doi.org/10.1177/01622439211053661
http://dx.doi.org/10.1177/01622439211053661
https://doi.org/10.1518/001872097778543886
https://doi.org/10.1518/001872097778543886
http://dx.doi.org/10.1518/001872097778543886
http://www.w3.org/Style/XSL
http://www.renderx.com/


54. Goddard K, Roudsari A, Wyatt JC. Automation bias: empirical results assessing influencing factors. Int J Med Inform.
May 2014;83(5):368-375. [FREE Full text] [doi: 10.1016/j.ijmedinf.2014.01.001] [Medline: 24581700]

55. de Hond AA, Leeuwenberg AM, Hooft L, Kant IM, Nijman SW, van Os HJ, et al. Guidelines and quality criteria for
artificial intelligence-based prediction models in healthcare: a scoping review. NPJ Digit Med. Jan 10, 2022;5(1):2. [FREE
Full text] [doi: 10.1038/s41746-021-00549-7] [Medline: 35013569]

56. Fosch-Villaronga E, Drukarch H, Khanna P, Verhoef T, Custers B. Accounting for diversity in AI for medicine. Comput
Law Secur Rev. Nov 2022;47:105735. [FREE Full text] [doi: 10.1016/j.clsr.2022.105735]

57. Rubeis G. Guardians of humanity? the challenges of nursing practice in the digital age. Nurs Philos. Apr 2021;22(2):e12331.
[FREE Full text] [doi: 10.1111/nup.12331] [Medline: 32996687]

58. Vogt H, Green S, Ekstrøm CT, Brodersen J. How precision medicine and screening with big data could increase overdiagnosis.
BMJ. Sep 13, 2019;366:l5270. [FREE Full text] [doi: 10.1136/bmj.l5270] [Medline: 31519649]

59. Stypińska J, Franke A. AI revolution in healthcare and medicine and the (re-)emergence of inequalities and disadvantages
for ageing population. Front Sociol. 2022;7:1038854. [FREE Full text] [doi: 10.3389/fsoc.2022.1038854] [Medline:
36755564]

60. Obermeyer Z, Powers B, Vogeli C, Mullainathan S. Dissecting racial bias in an algorithm used to manage the health of
populations. Science. Oct 25, 2019;366(6464):447-453. [FREE Full text] [doi: 10.1126/science.aax2342] [Medline:
31649194]

61. Ronquillo CE, Peltonen LM, Pruinelli L, Chu CH, Bakken S, Beduschi A, et al. Artificial intelligence in nursing: priorities
and opportunities from an international invitational think-tank of the Nursing and Artificial Intelligence Leadership
Collaborative. J Adv Nurs. Sep 2021;77(9):3707-3717. [FREE Full text] [doi: 10.1111/jan.14855] [Medline: 34003504]

62. Sand M, Durán JM, Jongsma KR. Responsibility beyond design: physicians' requirements for ethical medical AI. Bioethics.
Feb 2022;36(2):162-169. [FREE Full text] [doi: 10.1111/bioe.12887] [Medline: 34089625]

63. Long D, Magerko B. What is AI literacy? competencies and design considerations. In: Proceedings of the 2020 CHI
Conference on Human Factors in Computing Systems. 2020. Presented at: CHI '20; April 25-30, 2020; Honolulu, HI. URL:
https://doi.org/10.1145/3313831.3376727 [doi: 10.1145/3313831.3376727]

64. Grote T, Berens P. On the ethics of algorithmic decision-making in healthcare. J Med Ethics. Mar 2020;46(3):205-211.
[FREE Full text] [doi: 10.1136/medethics-2019-105586] [Medline: 31748206]

65. Wang RH, Tannou T, Bier N, Couture M, Aubry R. Proactive and ongoing analysis and management of ethical concerns
in the development, evaluation, and implementation of smart homes for older adults with frailty. JMIR Aging. Mar 09,
2023;6:e41322. [FREE Full text] [doi: 10.2196/41322] [Medline: 36892912]

66. Blasimme A, Vayena E. Becoming partners, retaining autonomy: ethical considerations on the development of precision
medicine. BMC Med Ethics. Nov 04, 2016;17(1):67. [FREE Full text] [doi: 10.1186/s12910-016-0149-6] [Medline:
27809825]

67. Palmer A, Schwan D. More process, less principles: the ethics of deploying AI and robotics in medicine. Camb Q Healthc
Ethics. Jan 24, 2024;33(1):121-134. [FREE Full text] [doi: 10.1017/S0963180123000087] [Medline: 37092348]

68. Ho A. Are we ready for artificial intelligence health monitoring in elder care? BMC Geriatr. Sep 21, 2020;20(1):358. [FREE
Full text] [doi: 10.1186/s12877-020-01764-9] [Medline: 32957946]

69. McDougall RJ. Computer knows best? the need for value-flexibility in medical AI. J Med Ethics. Mar 2019;45(3):156-160.
[FREE Full text] [doi: 10.1136/medethics-2018-105118] [Medline: 30467198]

70. Grigorovich A, Kontos P, Jenkins A, Kirkland S. Moving toward the promise of participatory engagement of older adults
in gerotechnology. Gerontologist. Mar 28, 2022;62(3):324-331. [FREE Full text] [doi: 10.1093/geront/gnab026] [Medline:
33675641]

71. Suijkerbuijk S, Nap HH, Cornelisse L, IJsselsteijn WA, de Kort YA, Minkman MN. Active involvement of people with
dementia: a systematic review of studies developing supportive technologies. J Alzheimers Dis. Jun 18, 2019;69(4):1041-1065.
[FREE Full text] [doi: 10.3233/jad-190050]

72. Buhmann A, Fieseler C. Towards a deliberative framework for responsible innovation in artificial intelligence. Technol
Soc. Feb 2021;64:101475. [FREE Full text] [doi: 10.1016/j.techsoc.2020.101475]

73. Sanderson C, Douglas D, Lu Q. Implementing responsible AI: tensions and trade-offs between ethics aspects. arXiv. Preprint
posted online on April 17, 2023. [FREE Full text] [doi: 10.1109/ijcnn54540.2023.10191274]

74. Berridge C, Demiris G, Kaye J. Domain experts on dementia-care technologies: mitigating risk in design and implementation.
Sci Eng Ethics. Feb 18, 2021;27(1):14. [FREE Full text] [doi: 10.1007/s11948-021-00286-w] [Medline: 33599847]

75. Du Y, Antoniadi AM, McNestry C, McAuliffe FM, Mooney C. The role of XAI in advice-taking from a clinical decision
support system: a comparative user study of feature contribution-based and example-based explanations. Appl Sci. Oct 13,
2022;12(20):10323. [FREE Full text] [doi: 10.3390/app122010323]

76. Egelman S, Peer E. The myth of the average user: improving privacy and security systems through individualization. In:
Proceedings of the 2015 New Security Paradigms Workshop. 2015. Presented at: NSPW '15; September 8-11, 2015; Twente,
The Netherlands. URL: https://doi.org/10.1145/2841113.2841115 [doi: 10.1145/2841113.2841115]

77. Wilkinson D, Namara M, Badillo-Urquiola K, Wisniewski PJ, Knijnenburg BP, Page X, et al. Moving beyond a "one-size
fits all": exploring individual differences in privacy. In: Proceedings of the Extended Abstracts of the 2018 CHI Conference

JMIR Nursing 2024 | vol. 7 | e55962 | p. 16https://nursing.jmir.org/2024/1/e55962
(page number not for citation purposes)

Lukkien et alJMIR NURSING

XSL•FO
RenderX

https://doi.org/10.1016/J.IJMEDINF.2014.01.001
http://dx.doi.org/10.1016/j.ijmedinf.2014.01.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24581700&dopt=Abstract
https://doi.org/10.1038/s41746-021-00549-7
https://doi.org/10.1038/s41746-021-00549-7
http://dx.doi.org/10.1038/s41746-021-00549-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35013569&dopt=Abstract
https://doi.org/10.1016/J.CLSR.2022.105735
http://dx.doi.org/10.1016/j.clsr.2022.105735
https://doi.org/10.1111/NUP.12331
http://dx.doi.org/10.1111/nup.12331
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32996687&dopt=Abstract
https://doi.org/10.1136/BMJ.L5270
http://dx.doi.org/10.1136/bmj.l5270
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31519649&dopt=Abstract
https://europepmc.org/abstract/MED/36755564
http://dx.doi.org/10.3389/fsoc.2022.1038854
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36755564&dopt=Abstract
https://doi.org/10.1126/science.aax2342
http://dx.doi.org/10.1126/science.aax2342
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31649194&dopt=Abstract
https://europepmc.org/abstract/MED/34003504
http://dx.doi.org/10.1111/jan.14855
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34003504&dopt=Abstract
https://europepmc.org/abstract/MED/34089625
http://dx.doi.org/10.1111/bioe.12887
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34089625&dopt=Abstract
https://doi.org/10.1145/3313831.3376727
http://dx.doi.org/10.1145/3313831.3376727
http://jme.bmj.com/lookup/pmidlookup?view=long&pmid=31748206
http://dx.doi.org/10.1136/medethics-2019-105586
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31748206&dopt=Abstract
https://aging.jmir.org/2023//e41322/
http://dx.doi.org/10.2196/41322
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36892912&dopt=Abstract
https://bmcmedethics.biomedcentral.com/articles/10.1186/s12910-016-0149-6
http://dx.doi.org/10.1186/s12910-016-0149-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27809825&dopt=Abstract
https://doi.org/10.1017/S0963180123000087
http://dx.doi.org/10.1017/S0963180123000087
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37092348&dopt=Abstract
https://bmcgeriatr.biomedcentral.com/articles/10.1186/s12877-020-01764-9
https://bmcgeriatr.biomedcentral.com/articles/10.1186/s12877-020-01764-9
http://dx.doi.org/10.1186/s12877-020-01764-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32957946&dopt=Abstract
https://doi.org/10.1136/MEDETHICS-2018-105118
http://dx.doi.org/10.1136/medethics-2018-105118
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30467198&dopt=Abstract
https://europepmc.org/abstract/MED/33675641
http://dx.doi.org/10.1093/geront/gnab026
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33675641&dopt=Abstract
https://doi.org/10.3233/JAD-190050
http://dx.doi.org/10.3233/jad-190050
https://doi.org/10.1016/J.TECHSOC.2020.101475
http://dx.doi.org/10.1016/j.techsoc.2020.101475
https://arxiv.org/abs/2304.08275
http://dx.doi.org/10.1109/ijcnn54540.2023.10191274
https://europepmc.org/abstract/MED/33599847
http://dx.doi.org/10.1007/s11948-021-00286-w
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33599847&dopt=Abstract
https://doi.org/10.3390/APP122010323
http://dx.doi.org/10.3390/app122010323
https://doi.org/10.1145/2841113.2841115
http://dx.doi.org/10.1145/2841113.2841115
http://www.w3.org/Style/XSL
http://www.renderx.com/


on Human Factors in Computing Systems. 2018. Presented at: CHI EA '18; April 21-26, 2018; Montreal, QC. URL: https:/
/doi.org/10.1145/3170427.3170617 [doi: 10.1145/3170427.3170617]

78. Peine A, Moors EH. Valuing health technology – habilitating and prosthetic strategies in personal health systems. Technol
Forecast Soc Change. Apr 2015;93:68-81. [FREE Full text] [doi: 10.1016/j.techfore.2014.08.019]

79. Peine A. Understanding the dynamics of technological configurations: a conceptual framework and the case of Smart
Homes. Technol Forecast Soc Change. Mar 2009;76(3):396-409. [FREE Full text] [doi: 10.1016/j.techfore.2008.04.002]

80. Fischer B, Östlund B, Peine A. Of robots and humans: creating user representations in practice. Soc Stud Sci. Apr
2020;50(2):221-244. [FREE Full text] [doi: 10.1177/0306312720905116] [Medline: 32037966]

Abbreviations
AI: artificial intelligence
AI-DSS: artificial intelligence–based decision support system
HAAL: Healthy Ageing Eco-system for People With Dementia
LTC: long-term care
WHO: World Health Organization

Edited by E Borycki, K Cato; submitted 01.01.24; peer-reviewed by L Schlicht, B Neves, S Mitra; comments to author 21.02.24; revised
version received 16.04.24; accepted 24.05.24; published 25.07.24

Please cite as:
Lukkien DRM, Stolwijk NE, Ipakchian Askari S, Hofstede BM, Nap HH, Boon WPC, Peine A, Moors EHM, Minkman MMN
AI-Assisted Decision-Making in Long-Term Care: Qualitative Study on Prerequisites for Responsible Innovation
JMIR Nursing 2024;7:e55962
URL: https://nursing.jmir.org/2024/1/e55962
doi: 10.2196/55962
PMID: 39052315

©Dirk R M Lukkien, Nathalie E Stolwijk, Sima Ipakchian Askari, Bob M Hofstede, Henk Herman Nap, Wouter P C Boon,
Alexander Peine, Ellen H M Moors, Mirella M N Minkman. Originally published in JMIR Nursing (https://nursing.jmir.org),
25.07.2024. This is an open-access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work, first published in JMIR Nursing, is properly cited. The complete bibliographic information, a link to
the original publication on https://nursing.jmir.org/, as well as this copyright and license information must be included.

JMIR Nursing 2024 | vol. 7 | e55962 | p. 17https://nursing.jmir.org/2024/1/e55962
(page number not for citation purposes)

Lukkien et alJMIR NURSING

XSL•FO
RenderX

https://doi.org/10.1145/3170427.3170617
https://doi.org/10.1145/3170427.3170617
http://dx.doi.org/10.1145/3170427.3170617
https://doi.org/10.1016/j.techfore.2014.08.019
http://dx.doi.org/10.1016/j.techfore.2014.08.019
https://doi.org/10.1016/j.techfore.2008.04.002
http://dx.doi.org/10.1016/j.techfore.2008.04.002
https://journals.sagepub.com/doi/abs/10.1177/0306312720905116?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.1177/0306312720905116
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32037966&dopt=Abstract
https://nursing.jmir.org/2024/1/e55962
http://dx.doi.org/10.2196/55962
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=39052315&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

